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Brief Bio

Experience:

v" PhD in Stats & ML, Duke University

v Al Scientist, DAMO Academy, Alibaba Group

v" Principal Data Scientist of Computational Ads, Yahoo! Inc
v' Research Staff Member, IBM T.J. Watson

Awards:

v 2019 World Artificial Intelligence Conference, Super Al Leader (SAIL Award)

v 2020 National Science and Technology Progress Award (China’ s Highest Tech
Award)

v’ 2021 1st prize of Science and Technology Progress of the Chinese Institute of
Electronics

v" Published over 80 top conference and journal papers and held close to 20

US/Chinese patents



Overview

« Introduction to Alibaba Group and DAMO Academy

e Pretrained Models and M6

« Topics about Frontier technology and IP

« How can frontier technologies make IP more accessible for users of the IP system?

« What are the hopes and expectations of innovators and creators have regarding
frontier technologies and IP?

« How can frontier technologies make IP more accessible to young inventors and

creators and enable SMEs to protect their rights?



About Alibaba Group i

Mission: TO MAKE IT EASY TO DO BUSINESS ANYWHERE.

« Businesses are comprised of China commerce, international commerce, local consumer services, Cainiao,
cloud, digital media and entertainment, and innovation initiatives and others. In addition, Ant Group, an
unconsolidated related party, provides digital payment services and offers digital financial services to
consumers and merchants and other businesses on our platforms.

« Annual active consumers of the Alibaba Ecosystem across the world reached approximately 1.28 billion for
the 12 months ended December 31, 2021. This includes 979 million consumers in China and 301 million

consumers overseas.
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About DAMO Academy

« Committed to exploring the unknown of technology
« Based on basic science, disruptive technology and applied technology research
 Focus on "Intelligence + Computing"

« High-level talents from industry and academia
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« Introduction to Alibaba Group and DAMO Academy

 Pretrained Models and M6

« Topics about Frontier technology and IP

« How can frontier technologies make IP more accessible for users of the IP system?

« What are the hopes and expectations of innovators and creators have regarding
frontier technologies and IP?

« How can frontier technologies make IP more accessible to young inventors and

creators and enable SMEs to protect their rights?



Exponential Growth in Artificial Intelligence

1960’s
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1st expert system
DENDRAL
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11990's

RNN, LSTM
IBM Watson Jeopardy
(Deep Blue)

TN

GBDT/FTRL widely
adopted in practice
(search/ads)

ImageNet, AlexNet, GAN,

VAE

Al assistants (Siri, Watson,

Alexa)

2010~2014
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architecture
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GPT-2: an improved version of GPT-1
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1950’'s

Birth of Al
(Dartmouth Conference)
Perceptron
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1980’s

BP algorithm for neural
networks
Autoencoder, MLP, CNN

2006

* Deep learning
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2015~2016

¢ ResNet: very deep
neural network

GNN in deep learning
AlphaGO defeated the
top chess player
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models
BERT: bidirectional
Transformer

i

GPT: generative pretraine

2020-Now

GPT-3: zero/few-shot
learners
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Switch Transformer: 1st 1T
model

M6: 1st 10T model for
multimodal pretraining
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Thousands

Processing Power (GFLOPS)

Three Driving Factors

Growth of GPU Performance Over Time
18

16

10

16.3
, Vega 11, 14.2
14 Radeon v : .
r q\;ﬁﬁxﬁx‘v&’vmm“.hf}/.ﬂv« tan HTX, 12.442
12 Radéon RO 295X2, 11.466752 on Pro 0@, 10.456 °
L] L] )
NVI filldh RXOvaga 64, 10 Ge 0.1
. ) Output
Probabilities
8
6
08 Starl/End Span
4 & »
ki g i
2 o MR SRR, 550K, 1.6
Radeon 11 36 3 518 ! ° o0 °
. ® o
2006 2008 2012 2013 2014 2016 2017 2019 2020

Add & Norm

Nx

Masked Sentence A Masked Sentence B Question Paragraph
Unlabeled Sentence A and B Pair Question Answer Pair
- . ogs Nx _traini ine-Tuni
Soaring Computing Capability Pre-training Fine-Tuning
lulti-Head
Attention
200 A
(. )
Positional A A Positional
Encoding Encoding
Input Output
150 Embedding Embedding
Inputs Outputs
(shifted right)

Data volume in zetabytes
S
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Model Innovations: Transformers, Pretrained Families

Volume of data/information created, captured, copied, and consumed
worldwide from 2010 to 2025(in zettabytes) *From Statista

Explosion of Training Data



Landmark work of pretraining

» Supports almost every English-based query on
the Google search engine, increasing efficiency
by 10%

Model architecture highlights

» Bidirectional Transformers, trained with Masked
Language Model (MLM) and Next Sentence
Prediction (NSP)

Pretraining data and model size

» BooksCorpus (800M words) and English
Wikipedia (2,500M words). BERT-large contains
340M parameters

SOTA of Large-scale Pretrained Models

GPT (OpenAl)

GPT Series

GPT-1, GPT-2, and GPT-3

GPT-3 with 175 billion model parameters

Demonstrate that the super-large-scale model
has the ability to perform few/zero-shot
learning

Model architecture highlights

Transformer-powered decoder blocks,
zero/few-shot learners, masked self-attention

Pretraining Data and Model Size

CommonCrawl (from 2016 to 2019) has 45TB of
compressed plaintext before filtering and 570GB
after filtering. GPT-2 contains 1.5 billion
parameters and GPT-3 increased to 175 billion

Switch Transformer

Switch Transformer, 1.6 Trillion

» Mixture of Experts (MoE), sparsely activated,
constant computational cost

Engineering practices and hardware facilities

face greater challenges

» Forsuch a large-scale model to be deployed on
a cluster for training, GPUs, machinery and
equipment, storage, etc. all incur new
challenges

Pretraining data and model size

»  34Btokens of the C4 dataset. Switch
Transformer contains 1.6T parameters.



Article Writing

2021 Beijing College Entrance Exam Essay
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Born At the Right Time

Everyone lives in a specific era, and everyone has their own way of life. We can't choose the
day we were born, but we can choose the era with us.

We are living in this great era. Our motherland has gone through hardships and vicissitudes,
but has always kept a clear head. She did not feel complacent about a momentary success,
nor was she downcast because of failure. Instead, she walked with her head firmly and stride
forward. The extraordinary course has created brilliant achievements.

This is a colorful era, but also an era full of opportunities and challenges. In such an era that
has not been seen in a century, and against the background of such an era, some people only
lament that life is not at the right time and doing nothing. There are also people who fight
for their ideals and take the initiative to seize the opportunity to contribute their wisdom and
strength to the continuous and continuous development of the Chinese nation. For example,
the heroes in many TV series we see now are all for the development of the country and the
nation. And hard work. Therefore, we should learn from their excellent qualities, so as to make
our motherland stronger and stronger.

We should remember that the spirit of the times is always high-spirited, and our life will never
be smooth sailing, but we must always maintain a heart full of hope for the future, and always
have a passion for work. Heart, because only in this way can we be worthy of our hard work,
the expectation of our family, and the company of our friends. We must be a positive person.
No matter what difficulties we encounter, we must face it bravely and don't be afraid. Don't
back down, don't give up, believe in yourself.

We are born at the right time, as the future builders and taxpayers of the motherland, we
must not forget our responsibilities, let alone give up our mission. We must love the
motherland, love the party, love the people, love the cause of socialism with Chinese
characteristics, and make contributions to the prosperity of the motherland with practical
actions. We do not follow the old road of isolation and rigidity, nor the evil road of changing
the flag. We always adhere to the correct political direction and public opinion orientation.
We stand firm on major issues of right and wrong, have a clear-cut stand, and dare to show
our swords, and take responsibility and fight courageously on the wrong road. In the face of
unhealthy trends, perseverance, high morale, and resolute struggle on the issue of violations
of laws and disciplines, to ensure that the people live and work in peace, social stability and
order, so that more reform and development results will benefit all people more equitably.



Multimodal Pretrained Model at Alibaba Group

* Mé6: Multi-Modality to Multi-Modality Multitask Mega-transformer
* A Chinese multimodal pretrained model over 65TB images and 4TB texts
* Demonstrate outstanding results in a series of downstream applications

Release the world's largest Chinese multi- Trillions of parameter scale, world-class
modal pretraining model, with a parameter level results in GreenAl/text-to-graph
Base model(300M) scale of tens of billions generation/commercialization

07

2021.10

Officially started

Deployed to the recommendation system 100B Scale , KDD2021 10T parameter scale, the largest pretrained
and significantly alleviated the Matthew . Compared with 10B model, training loss model in the world
effect decreases by 37% , achieving SOTA results

in many downstream tasks « 10T model training on only 512 V100 GPUs

« The proposed Pseudo-to-Real mechanism

+ Efficiency increases by 90% with mixing ) o i
increased training speed more than 7 times

precision

* Only need 32 V100 GPUs to complete 100
billion parameter training

e Granular level controlled CPU offload
module

M6: A Chinese Multimodal Pretrainer [KDD' 21]



Question Answering

Prompt:
HE BRI E AR A 2 [
What is the reason for studying abroad? Answer:

Generated Text:

. XA BEREERAFEREE—T, FBARRE—IMEFEE. BhR—TRIXEETRE, XL
TELTEH R, BEHARARER, ERBMNIIRIE, WRSS), U WIERIE AR R AT L4,
BIREEGT— EARKFAIARR, (BRI ARIFAEER T B AIKTF. KFRRE, RiksE 1 HEE L,
BAE E‘.é’éiﬂk?ﬁ@% T, BAEER, S EAFREENRER, SRELFEEINEHS, KK—TF
m[igr y?ur invitation. I think I can answer this question, as I am an international student. For starters, I'd like to
talk about my family. My parents are all working-class people, and they have nothing special. Yet since I was a little
child I have been very clever and hard-working, and thus I have always been the top students in my class. Although I
was not the best, I could keep myself in the top 50 of the students of our grade. When I was in college, I chose to
study abroad for graduate school, and now I have graduated from school for two years. Actually the reason for my
studying abroad is quite simple. I just wanted to go outside and experience different life.

M6 is able to generate long answers in the style of forum discussion



Visual Question Answering

Prompt:

XRHA ? [AE:
What is this? Answer:
. Generated Text:

K. KBETEERFHAREBOSES, RPERBMMORE, £

- %i;%&’lﬁf EMUNE—FEHHEN, EE—ITERX. —IREH
fiE-

The Great Wall. The Great Wall reflects the great talent of Chinese people, and it

is an important representation of the spirit of Chinese, and it is also a logo of
human civilization. It is a form of architecture, and it is even a spiritual * Q&A with visual context: requires the

" representation of a country and a people. .
Dromot model to generate answers, given an

XEREIL? FE: image and a question
Where is this? Answer:

Gonorand Toxt * M6 is able to recognize general

WEEYE, CTFmttbo, RPEHERRNEXER, BERHEA L features  and provide  related

MAERBERK, REFBRATENRKREHERRZ —. ) )
The Forbidden City. The Museum of the Forbidden City is located at the center knowledge based on its understanding

of Beijing, and it is the palace of the Ming and Qing Dynasty. It is one of the
largest and the most well-preserved wooden ancient buildings.
Prompt:

bR BR R 2B 2 [FE:

What color is his clothes? Answer:

Generated Text:

B, HETROA.

Black. His shoes are white.

Prompt:

XKL BRAAFERK? BE:

What color is this man's helmet? Answer:

Generated Text:

BaK.
Blue.




Chinese Poem Writer

Prompt:

WAEEE fE&: & A IEX:
Title: Dating Author: Bai L1 (Tang Dynasty) Text:

Generated Text:

EEHARTT, #EAEARNE.

HBpRAE, SERER.

FEBBZ R, 4K H LS.

KK, 99 Fiktt.

FHRTRT, HERKK.

2PN, 5Z3tFEZ.

I ride on a horse through the east gate, and get out of my cart
to ask the way. Looking back at the way I come from, there
are green trees standing by. We have been apart from each
other by a long distance, and my clothes look larger and
larger. Clouds gather water to come, going here and there.
Despite prolonged separation, we don't have specific words
when we finally meet each other, only discussing about
everyday life. Oh! Where can I find such a lover, that we
both grow old together?

* Ancient Chinese poetry has various

specific formats

*  We adopt the simplest constraints that

The poem shall be consisted of at
least 4 lines.

The total number of lines shall be
even.

Each line must have exactly 5 or 7
words.

All lines shall have the same
number of words.



Text Summarizer

FEAZ (News Article) S EE (Summary)

MBREIARIDERE | DRt BE N ATES T | A5iks2 85I IEH a AR =S P,
FEURD , BTSRRI 80%. . Epfeid) \ Pt Ll SRS

, . . - ) More than 80% of Indonesia's corporate
Our newspaper’s Jakarta reporter Bian Chenguang reported: According to statistics released by the Indonesian Central

revenues fell
Bureau of Statistics recently, as many as 82.85% of Indonesian companies have reduced their revenue due to the severe

impact of the new crown pneumonia epidemic. The most serious decline has even exceeded 80%...

AIRIEINABIEE FENRE : ENRPRFAITEEHAHERES  BEA79%EDE W EFTEimEEraEf
T TFEKRY | REERFRIEEEET80%. ..

Our Jakarta telegraph reporter Bian Chenguang reported: According to statistics released by the Indonesian Central Bureau

ENfRi) \ BV EWUR D>
Nearly 80% of Indonesia's corporate

. . i . . revenues have decreased
of Statistics recently, as many as 79% of Indonesian companies have reduced their revenue due to the severe impact of the

new crown pneumonia epidemic. The most serious decline has even exceeded 80%.



Image Captioning/Description

Generated Text:

MINE 5 BN S5E)? HEREH SR AL, fiE
SRR ok 2 S SR A BB FRES, ELHMNEEE
HATE, RELMHES.

Want to have the charm of a beautiful lady? It may be a good choice to wear
a pair of short boots with thick high heels. The thick heels help you walk
stably and feel comfortable, and it helps you demonstrate grace and elegance.
You can walk freely and confidently in winter, demonstrating the charm of a
beautiful lady.

Generated Text:

JEBRSEARIR, DAL LRI MM, HRIEHHRE . WAL
B, B ANHEEME RN T. KERGER, SR
RIS, 45 2% RSE T B O M o

The Nordic wood bed has a style of simplicity and demonstrates softness in
color. The corners are rounded off and they will not hurt hands. Its outlines
provide a comfortable visual experience and it is a beautiful home
decoration.

AR ZHFNERK 300K 8Y AT

B LR TEE. LEDEISAT ,
. REIWE
Variety goddess
. LED strong
seaside resort long )
. headlight,
skirt, make you too ) )
) essential for night
beautiful to be true fishi
v169 | 2igmsoonso 2016 am7E (2E00) IR
. Generates captioning/description that describes the given image

. M6 is able to achieve high scores in grammar, correctness, and richness

—REARKEES RN
K", XRPLZEBTRT =X
R, BARFES, o
BEBSBREIUEE, 5
EFEAE. RUAARR
%, FEEXBIRLA,

A simple yet elegant
windbreaker, with a classic
lapel design to perfectly
decorate the face. The waist
belt is decorated, the
tightness can be adjusted
according to your own
needs, and it is comfortable
and convenient to wear.
The large pockets on both
sides are embellished, and
the rich layering is very
practical.



Text-to-Image Generation in E-Commerce
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shock absorption and breathable running shoes (JilZ7 < M),

Product titles and images from
the mobile Taobao

Generated images have high
quality and resemble the real

ones



Image Generation with Creativity

BLINEIRETRRIEIREMRR

Men's and women’s hooded and cotton jackets

Creative image synthesis for “business cars”

NEE RITLITEMIEEIIEBK L ZREE Creative image synthesis for " future cars
Flying close to the ground LITE wear-resistant badminton competition shoes ]
w N — fi: 5




Search at Alibaba’s E-commerce Platform

B FZEMOAIMIMHHA Japanese style coffee cup with uneven surface
BERT M6

Current Search Engine
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Mobile APP Search at Alipay Platform

ERIFENSEZ College entrance exam score

o e

< [ Qenzmona

28 21 ARS5

BETEE
*hk BAHARR

BERBER

2rEE

5 Ak hky 47 B56HARA

021FEEES...

BEHF
B854 T AR

BRIRERE

il R E

< | Qenzmang

Bt BRS5

BEMF =
18854 HAWRA

EEEIBEN

£L5E
*k ke 47 BS6HARA

20211 FEEHBD

BETRE
*hk 32 BABARA

BERRE

ZIPZFFZIAIME Teacher Qualification Appraisal

il REIEGE

< [ Qmmmmie

£ 0 BRSS Fith

Q

REBFIEHER
*hkk 40 B20HAER

IEABRAAE

S ENTL
. *hh ki 46 BSSHAER

IEFBRIRED I RIRE

‘A

@ 77%

<

BIMBEEIAE

28

By BRSS ity

EXBSRSFE =
* ke y 82930 HAER

REXBFIEHER

L2 8 8 ¢ B20KAER

REIEHR

L 2 8 8 8! BS5SHAER

SRR

*hkkk 43 9966 AEMT




Sentiment Analysis

Choosing relevant and personalized store reviews is critical for
recommendation. However, inconsistence between the star rating and
selected reviews can be confusing. Through sentiment analysis, M6 can

significantly improve the relevance of comments

. Problematic Inappropriate
Sampling . . .
Proportion Recommendation Proportion
Before 1000 41/4.1% 11/1.1%
After 5000 103/2.06% 84/1.68%

Before After

Kill7, WEXRE, FTIARER 11
It’s too oily and there is a lot of MSG, so | BRI, MEAER S |

r delici nd ver -effective!
don’t come often Super delicious, and very cost-effective

PRI R IR MBI HE XA T

Chen, Luping is a good girl. Super delicious breeze and pudding

NS
UM - 47 A

BREBIERTHTE
EAOE, WO, DK, BT B

ToP

BB &RFoodhonor Spicy ...

*kkk 4.2 545/A

g KT, WEXRZ, URER"

RBRIAEEIE

8 Jkk kI 45 967T/A

Nl &7, W

ToP

A T Rmm s (NRNE)

% ok ke ke d 4.7 215T/A

‘TR RIFIZHY”

gEirHREEPLE)

% % k%3 4.7 955T/A

“BROFERIDE”

U R EE(TEHE)

§ Yk d 4.7 667T/A

_ G DRI R A7 SR

RFSH(EREE)

XXX RXI 4.5

“ERIRETE, MEHAAER, B

p o BEEREREWIE)

% Jk k¥ 4.6 317T/A

“Emhg: EVHEN: SREIHMEMN

">

Y Y (EWERIE)




Overview

« Introduction to Alibaba Group and DAMO Academy

 Pretrained Models and M6

« Topics about Frontier technology and IP

« How can frontier technologies make IP more accessible for users of the IP system?
« What are the hopes and expectations of innovators and creators have regarding

frontier technologies and IP?
« How can frontier technologies make IP more accessible to young inventors and

creators and enable SMEs to protect their rights?



What are blocking innovations?

« Searching IP is difficult:

Previously, to search related IP, it is a must to design handcrafted rules to select necessary information.
Say, if you search IP about visual understanding, you need to write a keyword list (" image
classification” , "“image captioning” , "object detection” , "image segmentation” , etc.) and complex

rules for mapping.

« Understanding IP is not easy:

IPs/patents are mostly written in professional language, and most people except for the
experts find them difficult to understand. Also, it is difficult for innovators to write the
materials. See an example below:

“A system comprising one or more computers and one or more storage devices storing instructions that, when

executed by the one or more computers, cause the one or more computers to perform operations comprising.”



Accessibility to Users

Significance: Innovation accelerates the spread of IP.
Difficulty: It is still hard for effective information retrieval.
Key techs: Pretraining-based text Retrieval, multimodal retrieval, cross-modal understanding, etc.

Contrastive Learning

Document

(- B (= N
: M6 Meé
Y Encoder Encoder
Indexing
v & J - i
Search
-- Prcﬁ:l(jeesgng e (vector space or  F------ Ranked
\_l probabilistic) Documents Text/ Text/
Text+Image Text+Image
Left Input Right Input



Expectations of Creators

Significance: Cutting-edge techs can help them get rid of the tedious work of writing.
Difficulty: It is hard to transfer oral expressions to professional language for IP.

Key techs: Large pretrained model for text style transfer, text-to-text generation, and even image-
to-text generation, etc.

Unified Vocab.

<img1> <loc1>
<img2> locz
p rson <|mgS ) B = E Visualize

- is - |m98192 El <I0¢1000>
Text vocab.  Image vocab.  Location vocab.

VG: Which region does the text “Man in
white shirt” describe?

[Gc: What does the region describe? region:

- - - u [ITM: Does the image dsscribe “Two boys
playing frisbee on the grass”

T R

-u-- [Img Captioning: What does the image
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Text Infilling: What is the completse text of
“A <mask> woman” ?

A beautiful woman )




Expectations of Young Creators

Significance: New techs can help them obtain necessary information for IP creation efficiently.
Difficulty: it is hard to access information that they are essentially interested in.

Key techs: Personalized search and recommendation, based on large-scale pretraining.

Content-based
interest Filtering \
Hybrid
Recommendation

Researcher Papers '
Papers recommended

item ratlngs Collaboratiue
Filtering



Expectations of Young Creators

Significance: Better understanding of IP can encourage innovation.

Difficulty: it is hard to understand contents of IP and thus hard to predict the trends of technology
and business.

Key techs: key information extraction, text / multimodal classification, text-to-text transfer (from
professional language to oral language), etc.
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